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• Vice President, Data Center Services for 
KnowledgeCentrix 

• Have helped plan and migrate thousands of 
servers and applications using the poor man’s 
DCIM 

• Managed and operate a Co-Lo hosting facility 
 



AGENDA 
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• Definition 

• Data Center Health 

• How does Health pertain to DCIM? 

• Formulating your information to track 

• Effort is High and drops as change 
management is part of controls and updates. 

• Examples 

 

 



WHAT IS THIS ABOUT? 

Source: WikiPedia 
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Data center infrastructure management (DCIM) is the integration of information 

technology (IT) and facility management disciplines to centralize monitoring, 

management and intelligent capacity planning of a data center's critical systems. 

Achieved through the implementation of specialized software, hardware and 

sensors, DCIM will enable a common, real-time monitoring and management 
platform for all interdependent systems across IT and facility infrastructures.The 

evolution of DCIM has led to the creation of DCPM - Data Center Predictive 

Modeling which is proving to be a more cost effective and accurate solution for 

many designed data centers. 

The efficiencies of having this type of integrated management have led 
technology providers like Hewlett-Packard, Dell and IBM to build out and 

complement their product-centric infrastructure and management offerings 

with Converged Infrastructure environments that converge servers, storage, 

networking, security, management and facilities. This type of environment allows 

enterprises to use fewer resources to manage the operations of these 
independent components.   

http://en.wikipedia.org/wiki/Information_technology
http://en.wikipedia.org/wiki/Information_technology
http://en.wikipedia.org/wiki/Facility_management
http://en.wikipedia.org/wiki/Data_center
http://en.wikipedia.org/wiki/DCPM_-_Data_Center_Predictive_Modeling
http://en.wikipedia.org/wiki/DCPM_-_Data_Center_Predictive_Modeling
http://en.wikipedia.org/wiki/DCPM_-_Data_Center_Predictive_Modeling
http://en.wikipedia.org/wiki/DCPM_-_Data_Center_Predictive_Modeling
http://en.wikipedia.org/wiki/DCPM_-_Data_Center_Predictive_Modeling
http://en.wikipedia.org/wiki/Hewlett-Packard
http://en.wikipedia.org/wiki/Hewlett-Packard
http://en.wikipedia.org/wiki/Hewlett-Packard
http://en.wikipedia.org/wiki/Converged_Infrastructure


WHAT IS DCIM? 

Source: WikiPedia 
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Management of your infrastructure via the 

following: 

 

•Tools 

•Monitoring / Alerting 

•Capacity Management 

•Process Management (Methodology) 

•Change 

•Release  

•NewEnvironmentRequest 

 



WHAT CONCERNS HAVE YOU PACING THE FLOOR? 
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• How much room do you have to expand? 

• What type of power problem do you have? 

• Are you running out of floor space? Power? Cooling? 

• How heavy is your change rate? 

• Do you know when circuits are near overload? 

• Are you concerned about power failures? 

• Is your data cabling a maze of confusion? 

• Do you know what all those old servers are doing? 

• Are you ready for next generation technology?  



WHAT IS YOUR CURRENT STATE? 

DCIM directly impacts the state of your Data Center 

Healthy 

Functional 

Dire Straits 



WHAT IS A HEALTHY DATA CENTER?  

• Perfect health is rare 

• Enjoys a strong alliance between IT 
and Facilities 

• Health is short-lived (unless 
properly managed & maintained). 
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ELEMENTS OF GOOD HEALTH 

• Comprehensive monitoring 

• Structured Cabling 

• Power, capacity & reliability 

• Cooling where you need it 

• Telecomm, bandwidth & reliability 

• Maintenance & Operations 

• Change Management policies 

• Facility Tier Levels Cross Checked to 
Application Tier Levels 
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ELEMENTS OF GOOD HEALTH 

• As-built Facility Drawings 

• Device Inventory 

• Efficient space plan 

• Space & capacity for growth 

• Fire/Life-Safety 

• Green IT strategies 

• Energy Efficient Facility  
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SYMPTOMS OF POOR HEALTH 

• Incomplete Monitoring 

• Unstructured Cabling 

• Power maxed out or not reliable 

• Hot spots or not enough cooling 

• Many single point failure items 

• Service requires shutdown 

• Telecomm inadequate 

• Poor Maintenance 

• Operations lacking Capabilities 

• Unmanaged change 
 

 

 

• Drawings out-of-date or missing 

• Equipment Inventory out-of-date 
• Space plan not efficient 

• Growth constraints 
• Inadequate fire protection 

• Water leak risk 

• High risk of false EPO shutdown 

• IT approach not updated to be Green 

• Facility not updated to be Green 
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CHANGE MANAGEMENT 

• Deteriorating health of data centers occurs 
over time, not initially. 

• Naming Conventions – think how your reports 
will look and sort. 
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CHANGE MANAGEMENT 

• I T Service Management 

– Guidance and best practices 

• Change Control 

– Actual controls and processes put in place 

• Change Control is a subset of Change 
Management. 
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Change 
Control 



CHANGE MANAGEMENT 

• Documented, detailed processes 

• Follow-through diligence 

• IT equipment changes 

– Power, circuiting, cooling needs, drawing & 
schedule updates 

– Release Management (application releases) 

• Facility changes 

– Maintenance 

• Personnel changes 

– Training and documentation update 
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I T SERVICE MANAGEMENT 

• Develop your own (if it doesn’t exist). 

– What is the goal? 

• The objective of Change Management in this 
context is to ensure that standardized methods 
and procedures are used for efficient and 
prompt handling of all changes to controlled IT 
infrastructure, in order to minimize the number 
and impact of any related incidents upon 
service 

– Use Common Sense in implementing change as it 
applies to the Goal 
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CHANGE CONTROL 

• Change Control – Procedures used to insure 
that changes are introduced in a controlled, 
coordinated manner 

• What it is NOT 

– Good intentions without change control = 
OUTAGE. Disruption of Service!!!!  
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WHERE DOES DCIM IMPACT THE IT ORGANIZATION? 
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DCIM 

• Change Management 

• Release Management 
• Service Management 

• Facility Management 



CABLING ARCHITECTURAL DESIGN 

• Growth and Capacity 

– Patch panels (at each rack/row?) 

– Switch ports: does the layout of the room allow 
for Server switches and Core switching? 

– Under floor vs. Above racks 

• Rack Elevations  

– Room for growth? 

– Divided by applications? 
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DRAWINGS: IT 

• Often separate from facility drawings 

• Kept by IT dept.   

• Often in Visio format 

• Floor plan 

• Rack elevations 

• Structured cabling design 

• Network Diagrams 

• Context Diagrams (application) 
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CAPACITIES, CONDITION, NEEDS & GROWTH 

Power needs & growth 

• Determine max usable load for existing 
equipment 

– Switchgear & circuit breakers typically 80% 

– UPS, PDUs, cooling typically 90% 

– Determine max usable load to maintain 
redundancy 

• Rack PDU, Circuit Panel, UPS, Generator, etc… 
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CAPACITIES, CONDITION, NEEDS & GROWTH 

• Determine growth needs 
– 25% minimum growth capability best practice 

– Load history often predicts future growth needs 

– Understand what may change from past, present to future 

• 1U, 2U servers changing to blades? 

• Consolidating, virtualizing? 

1U, 2U servers     Blade server 

21 



MIGRATIONS – ARE YOU READY? 

• Every X years, xx% of all data centers will have 
to relocate to new facilities or outsource some 
applications 

– Uplifting  

– moving 

• Strategy 

• Virtualization 

• Physical 

• Over the wire 
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MIGRATIONS – ARE YOU READY? 

• Strategy 

– Allowable Downtime 

– Business needs and requirements 

• Allowable downtime 

• budget 

– Physical vs. Virtual 
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MIGRATIONS – ARE YOU READY? 

• Over the wire 

– Virtualization 

• Moving to VMFarm or like product 

– Physical to Physical (via cable) 

• Tools like PlateSpin, Ghost … 

• Manually build like environments and restore data 

• Hot Cut 

– Physically move servers. 
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MIGRATIONS – ARE YOU READY? 

• Is your documentation in order? 

– Do you have a will? 

– Review your docs to make sure that if you had to 
move you would be successful! 
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INVENTORY & EQUIPMENT 

• You have some sort of 
inventory of equipment 
that is in the datacenter. 
DCIM. This will tie 
equipment back to 
applications and owners 
as well as physical 
characteristics 

• What are the 
Warranties for all 
equipment. 

 

• What is the life 
expectancy of the 
equipment. 

• What licenses for 
software and OS's are 
running.    

• Are you in compliance 
with Vendor 
requirements? 

• SAN Health Check. 

• Etc… 
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DCIM 

• DCIM / CMDB (Configuration Management Database) 

– Auto Discovery 

– Configurable attributes 

– Technical 

– Ownership 

– Relationship 

– Continued Updating as part of your  

• Change Management  

• Control Control 

• This is where we (IT) fail the most. 
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DCIM 

• Purchase off the shelf systems  

– Asset Management as well as DCIM 

– HP, Symantec, SunView, FrontRange, Aldon, Rackwise, ect… 

– Google “DCIM software” 

• Build your own 

– http://www.DCIM.info/pd1/html/index.php?name=Section
s&req=viewarticle&artid=2&page=1 

 

• Use Excel 

– Show me… 

• What ever you do use something!!! 

DG 
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http://www.cmdb.info/pd1/html/index.php?name=Sections&req=viewarticle&artid=2&page=1
http://www.cmdb.info/pd1/html/index.php?name=Sections&req=viewarticle&artid=2&page=1


YOUR DATA IS CENTRAL TO YOUR REPORTING 
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Raw 
Data 

Capacity 
Management 

Reporting 

Power / 
Cable 

Management 

Application 
Management 



DEVELOPING YOUR TOOL 

• Understand by defining what to track 
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DCIM - EXCEL 
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DEPENDENCY MATRIX 

32 



DIAGRAMS 

• Rack Elevations 
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RACK ELEVATIONS 
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AUTOMATED GRAPHING AND REPORTING 
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Tower SID  = *SAP* and Environment  = * and Priority = * 

SVRBLD Submission and SVR Delivery Status by Week 

SVRBLD Expected Submission 

SVRBLD Actual Submission 

Application Required Delivery 

Server Build Agreed Delivery 

Server Build Actual Delivery 



STORAGE CAPACITY MANAGEMENT 

36 

In Gigabytes (GB) 

Actuals 
entered as 

of: (date) 

Array Location CHI Array 1 - Loc 1 

Array Total Storage Size               269.07  

Storage  

Tier 2 - 
Boot -
Virtual 

Tier 2 - 
Boot - 
Physical Tier 0 Tier 1 

Tier 2 - 
Data Tier 3  GB  

Total Storage       8,197  

            
10,937  

         
12,540  

            
27,520  

              
66,050  

          
143,830             269,074  

Reserved 0 0 0 0 0 0                      -    

Allocated             -                 -               -                -                  -                 -                         -    

Used (informational) 9000 

               
9,000  

          
12,540  

            
22,090  

                 
5,716  

             
56,650              114,996  

                     -    

Actual Remaining:       8,197       10,937     12,540       27,520        66,050     143,830             269,074  

Additional Pending:      17,000          7,000        3,200           37,000        27,000                91,200  
Adjusted Remaing post 
BOM:      25,197        17,937      15,740       27,520       103,050      170,830              360,274  

Planned             -                 -               -                -                  -                 -                         -    

Total Planned Available 
Storage     25,197       17,937     15,740       27,520      103,050     170,830             269,074  



IF I’M AN IT GUY WHAT DO I NEED TO KNOW ABOUT FACILITIES? 

 

• It’s not always facilities fault 

• Does the facility Tiering plan match 

• my application up time requirements 

– Business continuity 

• Does Facilities work with change management 
process? 

• Is Facilities represented on the CAB? 
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IF I’M A FACILITIES GUY WHAT DO I NEED TO KNOW ABOUT IT? 

• Structured Cabling 

• What are NOCC’s for? 

• What is important to IT? 

• Do I have any maintenance windows? 

• How much advanced notice do I have to give for 
planned shutdown or risk of unplanned shutdown 
during maintenance? 

• What is the cost of unscheduled downtime? 

• How long does it to recover from a power failure? 

• Will you inform me of new equipment? 

• Do I know the up/down stream dependencies 
38 



CONTACT US 

Speaker: Darrell Gardner  
Email:      Darrell.Gardner@KnowledgeCentrix.com 
Twitter :  @GardnerDarrell 
LinkedIn: http://www.linkedin.com/in/gardnerdarrell 
Cell : 714.397.5576 
 
KnowledgeCentrix Headquarters 

California - Orange County 

16275 Laguna Canyon Road, Suite 290 

Irvine, California 92618 

United States 
Other Locations: LA, San Diego, AZ, NJ. 
 
Web Site:    www.KnowledgeCentrix.com 
 
 

https://twitter.com/GardnerDarrell
https://twitter.com/GardnerDarrell
http://www.linkedin.com/in/gardnerdarrell
http://www.knowledgecentrix.com/

